Plasmonic phase-gradient metasurface for spontaneous emission control
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We combine the concept of phase-gradient metasurfaces with fluorescence directionality control of an ensemble of incoherent emitters. We design a periodic metasurface to control the scattering amplitude of the lattice in momentum space. The lattice is embedded in a waveguiding layer doped with organic fluorophores. In contrast to the usual symmetric directionality that plasmonic lattices impart on emission, we find that the phase gradient translates into asymmetric directional emission into the far field, determined by scattering on a subset of the reciprocal lattice vectors. The measured asymmetry is well explained by analytical modeling.
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I. INTRODUCTION

In nano-optics, metal particles are used as antennas for electromagnetic waves in the visible or infrared part of the spectrum [1–3]. They allow localizing fields in much smaller volumes than the diffraction limit [2–4]. As for antennas in the radio frequency and microwave regime, the spectral shape and polarization response of the scattered field of an antenna can be tailored by shape and orientation of the constituent particles. Antennas consisting of multiple elements can exhibit highly directional scattering properties and have been used to direct fluorescence of single local sources or ensembles of incoherently emitting sources in well-defined far-field directions [5–10]. Besides their interest for enhancing directional light emission, antennas in two-dimensional arrays have recently attracted strong interest as so-called metasurfaces. Metasurfaces are able to control the wavefront with a single layer of scatterers [11–15]. A metasurface is formally defined as a 2D planar arrangement of resonant scatterers much thinner than the wavelength, where scatterers may be unequal, and the distance of any scatterer to its neighbors is small compared to the wavelength [16]. To first order, when a metasurface is illuminated by an incident wave, e.g., a plane wave $E_0e^{i\mathbf{k}\cdot\mathbf{r}}$, a local polarization is induced of which the amplitude and phase is controlled on a per building block basis by design of each scatterer [16]. For instance, one could imagine a sheet of particles at subwavelength spacing at coordinates $\mathbf{R}_m$ that have a polarizability $\alpha_m$ where the phase and magnitude of each polarizability tensor is individually optimized. If the particles only weakly couple so that they are mainly driven by the incident field, the amplitude and phase distribution of the polarizability can be directly imprinted as an amplitude and phase distribution on the output beam [17]. A unique feature that is advantageous for applications is that metasurfaces are effectively infinitesimally thin, whereas they perform functions that are usually solved through bulky secondary optics. For example, the wavefront curvature can be changed, and metasurfaces can thereby form plasmonic lenses [12,14] despite being only 20 nm thick. The polarization and phase profile of transmitted and reflected beams can be modified to focus beams or to generate beams with orbital angular momentum [11,13,18]. All these concepts apply to far-field properties, i.e., to the transmission, reflection, and scattering of beams, often of well-defined incident wave vectors.

Our aim is to investigate how far the concept of metasurfaces can be applied to spatially incoherent light sources embedded in the metasurface. In the framework of LED-driven solid-state lighting, plasmonic structures have been successfully used to improve the conversion of blue light into longer wavelengths in particular through improvements in pump-field absorption on the one hand and directional outcoupling of light on the other hand [9,10,19]. In particular photoluminescence enhancements above 50-fold have been achieved over narrow angular ranges of a few degrees using simple periodic plasmon lattices. Further, highly directional emission has been shown for periodically structured thermal emitters [20]. Here we ask if the concept of plasmonic metasurfaces can be fruitfully applied to ensembles of incoherent local sources, such as fluorophores in light conversion layers.

This paper is structured in the following way. First we choose a metasurface design which is compatible with fluorescence experiments. Next, we present measured polarization-resolved fluorescence radiation patterns for the designed metasurface and a reference structure. Finally we discuss the markedly asymmetric beaming with a simple single-scattering model neglecting particle-particle interactions and also in a full coupled dipole calculation taking multiple scattering and polarization into account.

II. STRUCTURE/DESIGN STRATEGY

In order to test the metasurface principle with local fluorescent sources, an antenna array compatible with the geometry and wavelength used in typical fluorescence experiments is required. We choose the geometry recently studied by Rodriguez et al. [9,19] and by Schokker et al. [21], which consists of antennas residing on a glass substrate (Menzel Gläser, $n_{\text{glass}} = 1.52$) covered in a 400-nm-thick layer of a high-index polymer (SU8). Due to its high refractive index ($n_{\text{SU8}} = 1.65$), the photoresist acts as a single mode slab waveguide. The vertical geometry is shown in Fig. 1(a), while Fig. 1(b) shows a top-view scanning electron micrograph. Fluorescent Rhodamine 6G (R6G) molecules mixed in the polymer act as an ensemble of randomly oriented and randomly distributed dipole sources, with a fluorescence emission band at 550–600 nm. In previous experiments [9,10,21,22]...
directional photoluminescence enhancement in the normal direction was achieved for square lattices of single plasmonic scatterers of pitch 380–400 nm. As the distance corresponds closely to the wavelength in the waveguide, scattering of the waveguide mode at the periodic antennas leads to emission preferably normal to the sample surface.

We want to tailor a unit cell which provides a phase gradient for scattered light and thus acts as directional antenna. The resonance in a particle imposes a phase shift on scattering varying from 0 to 180° when the resonance frequency is swept from the blue side to the red side of the emission wavelength. The resonance frequency of plasmons can be tuned by size [12,14], shape [11], or material [23]. As building blocks for our metasurface we choose metal rods of different lengths. To gain phase contrast we require metal particles which exhibit a resonance around the fluorescence emission wavelength when they are embedded in the high-index dielectric. The resonance wavelength of standard plasmonic particles (gold when they are embedded in the high-index dielectric. The resonance around the fluorescence emission wavelength for our metasurface we choose metal rods of different lengths.

The volume-averaged current density is an oscillating quantity, the amplitude of which is plotted in Fig. 2(b), while Fig. 2(c) shows the phase relative to the incident field. The current peaks at the resonance, when most energy is stored in the resonator, at which point the phase goes through a large change [Fig. 2(c)].

Figure 2(b) shows the averaged current and the relative phase for three wire lengths: 70, 100, and 130 nm. While the resonance of the 130 nm wire (blue) is at approximately 650 nm wavelength and the shortest wire has its peak at a wavelength smaller than 500 nm, the 100 nm wire has its resonance at our design wavelength of 580 nm. Additionally, because of the strong phase difference of about 100° between the scattered field of the 130 nm and the 70 nm wire, we choose these two elements as the building block to form a simple two element phase gradient antenna. We set the particle distance to 120 nm [see Fig. 3(a)]. This value is chosen to sufficiently break the left right symmetry of the lattice and can be reproducibly fabricated with electron beam lithography.

To determine the directional properties of this dimer antenna, we performed full wave simulations and obtained radiation patterns from a near- to far-field transformation [25]. To apply the Stratton-Chu transformation, one requires that the entire scatterer is placed in a homogeneous medium. Therefore the antenna is entirely immersed in the high-index resist (n = 1.65) and the glass interface is ignored in this calculation. The scattered field (right) of the volume-averaged current density along the long axis in three rods of length l = 70 nm (solid black line, squares), 100 nm (dashed red line, circles), and 130 nm (dotted blue line, triangles) length.

The volume-averaged current density is an oscillating quantity, the amplitude of which is plotted in Fig. 2(b), while Fig. 2(c) shows the phase relative to the incident field. The current peaks at the resonance, when most energy is stored in the resonator, at which point the phase goes through a large change [Fig. 2(c)].

Figure 2(b) shows the averaged current and the relative phase for three wire lengths: 70, 100, and 130 nm. While the resonance of the 130 nm wire (blue) is at approximately 650 nm wavelength and the shortest wire has its peak at a wavelength smaller than 500 nm, the 100 nm wire has its resonance at our design wavelength of 580 nm. Additionally, because of the strong phase difference of about 100° between the scattered field of the 130 nm and the 70 nm wire, we choose these two elements as the building block to form a simple two element phase gradient antenna. We set the particle distance to 120 nm [see Fig. 3(a)]. This value is chosen to sufficiently break the left right symmetry of the lattice and can be reproducibly fabricated with electron beam lithography.

To determine the directional properties of this dimer antenna, we performed full wave simulations and obtained radiation patterns from a near- to far-field transformation [25].
In the positive direction, a factor 2 less power is radiated than in the direction where the long rod is located. The radiation pattern is normalized to its maximum value, which occurs asymmetrically, in the direction where the long rod is located. In the positive direction, a factor 2 less power is radiated than in the negative x direction.

III. SAMPLE FABRICATION AND SET UP

To study the collective emission from the dye distributed in the plane, we arranged the antennas in a 2D square array with a pitch of 390 nm and $100 \times 100 \mu m^2$ in size. Figure 1(b) shows a SEM micrograph of a phase-gradient antenna array fabricated with electron beam lithography in a positive resist (ZEP520) on a glass cover slide with the conditions given in Ref. [21]. Exposure was done using dot exposure with doses of $(1–1.5) \times 10^{-4}$ pc using an electron gun voltage of 20 kV and a current of 0.11 nA. After exposure we developed the resist in pentyl acetate, a 1 : 3 methyl isobutyl ketone/isopropyl alcohol mixture. Aluminium was deposited via electron beam evaporation at a pressure of $\approx 1 \times 10^{-6}$ mbar with an evaporation rate of 2 Å/s. Lift off was performed in anisole at 50°C. On the same samples we also fabricated reference structures with only one rod per unit cell instead of a dimer. To fabricate the waveguide with fluorophores on top of the antenna array, we use the negative photoresist SU8 and dope it with Rh6G by dissolving 5 mg of Rh6G perchlorate in 1 mL of cyclopentanone. The cyclopentanone with Rh6G in the SU8 resist layer, as measured after the long-pass filter. (b) Fluorescence emission spectrum of Rhodamine 6G in the SU8 resist layer, as measured after the long-pass filter.

Our measurements are performed in a home-built fluorescence Fourier microscope with laser excitation (Teem Photonics, type STG-03E-150) at 532 nm wavelength. A detailed description of the used setup is given by Schokker et al. in Ref. [21]. Figure 4 shows a schematic of the microscope as configured for “back focal plane” imaging. The center of the antenna array is illuminated through an oil-immersion objective (Nikon Plan Apo λ 100 × /1.45 NA) with the excitation hitting the sample plane as a collimated beam, with an approximate diameter of 50 μm. The excitation is pulsed ($\approx 500$ ps duration) and has an excitation energy density per pulse of about 5 mJ/cm², far below any saturation level for this dye system. The fluorescence is collected through the same objective and passes a dichroic beamsplitter (Semrock, Di01-R532-25x36) and a long pass filter (Chroma, HHQ545lp) to block the excitation light.

After the spectral filtering, a polarization is selected with a linear polarizer (Thorlabs LPVIS100), and the back-focal plane (BFP) of the objective is imaged via a Fourier lens [26] on a thermoelectrically cooled Si CCD (Andor CLARA). By this we measure the angular distribution of the fluorescence emission for vertical and horizontal polarization.

IV. MEASUREMENT

Figure 5 shows angle-resolved fluorescence images of two different structures each at polarization perpendicular [panels (b) and (e)] and parallel [panels (c) and (f)] to the long axis of the rods. Each plot corresponds to a sum over 10 excitation pulses. Each fluorescence image is a back focal plane image, meaning that images appear as a bright disk of fluorescence with radius set by the maximum collection angle of the microscope objective. Since the NA is 1.45, this corresponds to emission at parallel wave vectors $k_{∥}/k_0 = 1.45$ where $k_0 = \omega/c$, or equivalently emission angles into the glass of $\arcsin(1.45/1.52) = 72^\circ$. The center of each image corresponds to fluorescence propagating along the optical axis, normal to the sample surface. The spatial coordinate in the images directly corresponds to parallel momentum. Besides the outer ring at the objective NA, a steplike increase of fluorescence intensity is evident at $k_1 = k_0$, which is caused by the fact that fluorescence at an air-dielectric interface is preferentially emitted at angles just above NA $= 1$, as shown in Refs. [27,28].
Multiple intersecting circles of high intensity appear both in measurements of the phase gradient dimer antenna array as well as for the reference structure of the single rod array. For both structures the circles have the highest visibility in the polarization aligned along the long axis of the rods [Figs. 5(c) and 5(f)], which matches our expectation that the rods scatter the strongest when polarized along their long axis. Measurements of the perpendicular polarization are shown for completeness, but we will focus the discussion on the parallel polarization.

We explain the generic features in the measurements by discussing the reference structure (single rods) in vertical polarization, shown in Fig. 5(c). There are eight intersecting circles forming a cross shape. A mode index of $k_{WG} = 1.57k_0$ at the 580 nm is obtained when calculating the dispersion relation for our wave-guide geometry [Fig. 6(c)] by using the formula given in Eqs. (4.4) and (4.17) of Ref. [29]. The radius of curvature of the circular features in our measurement indeed corresponds well to $1.57k_0$. Therefore we conclude that the Fourier images represent an isofrequency cut through the reciprocal lattice vector relevant in our measurement are located at $G = \frac{2\pi}{\lambda} \cdot [n;m]$ with $n;m = -1,0,1$ and the pitch $a = 390$ nm. Copies of the waveguide mode circle appear centered around each reciprocal lattice vector. The circle centered around the $\Gamma$ point ([$k_x$,$k_y$] = [0;0]) corresponds to the bare waveguide mode and has a parallel wave vector greater than the light line in glass. Hence it is not visible in our measurement. The eight circles intersecting from reciprocal lattice vectors of nonzero momentum are blurred due to spectral averaging over the fluorescence bandwidth of $\approx 50$ nm.

For the single element unit cell, circles originating at $\frac{2\pi}{\lambda} [0;\pm 1]$ and $\frac{2\pi}{\lambda} [\pm 1;0]$ intersect close to the $\Gamma$ point, which means that in our experiment the waveguide mode has a slightly higher momentum than $2\pi/a$. In other words, the experiment is slightly detuned from the second order Bragg diffraction condition [30]. Furthermore there are four circles originating from the diagonals $\frac{2\pi}{\lambda} [\pm 1;\pm 1]$ intersecting on the x or y axis at approximately $\frac{3}{2}k_0$. The radiation pattern possesses the symmetries of the reference structure, i.e., two mirror planes along the x and y axis.

Now we turn to a discussion of the radiation pattern of the phase-gradient antenna array. Again intersecting circles are observed. However, the three circles originating at $k_x = 2\pi/a$ and $k_y = [-1;0;1] \cdot 2\pi/a$ show hugely reduced intensity. The radiation pattern, as well as the structure, does not possess a mirror symmetry around the y axis anymore. Introducing a phase gradient in the unit cell has translated into a selective asymmetric scattering at a subset of reciprocal lattice vectors. This shows that even for an incoherent ensemble of local...
sources, the concept of phase-gradient metasurfaces can be employed to shape the angular distribution of photons.

V. MODELING

A. First order model

To show how the directional scattering properties of each unit cell translate to an asymmetry in the band intensities measured in the far field, we use a classical model from radio wave antenna theory [17]. The model assumes that radiation into the far field originates from the induced polarization in the antennas, which is given by the product of the local driving field \( A_n \) and a scalar polarizability \( \alpha \) of each particle. In this scalar model the vector nature of the electric field is neglected and \( \alpha \) is assumed to be a scalar complex-valued driving field. The radiated field in a viewing direction parameterized by unit vector \( \hat{k} \) pointing into the glass reads

\[
E = \frac{e^{ikR}}{R} S(\hat{k}) \sum_{n \in \text{lattice}} \alpha_n A_n e^{-ikr_n}
\]

with \( r_n \) the position of the scatterer, \( A_n \) the complex amplitude of the driving field, \( \alpha_n \) the scalar polarization of the particle, \( S \) the radiation pattern of the single element, and \( k = \frac{\omega}{c} n_{\text{glass}} \hat{k} \). The scattered field factorizes in the single element radiation pattern \( S(\hat{k}) \) and a factor determined by the array geometry [17]. This is analogous to solid-state physics where an x-ray diffraction pattern can be factorized in a structure and form factor [31].

For each antenna element we calculate the polarizability tensor in the waveguide environment using a method explained in the following section. Our scalar model only uses the polarizability along the long axis of the rods, a constraint that is relaxed later when we perform coupled dipole calculations. Figure 6 shows the absolute value \( |\alpha| \) (a) and phase \( \phi \) (b) of the polarizabilities of the long (black dotted lines) and short (gray solid lines) rods. The spectral behavior of this polarizability matches well with that of induced current in the FEM simulations (compare to Fig. 2).

We decompose our antenna array into a two-dimensional lattice of Dirac-\( \delta \)-s, representing the periodic lattice (denoted as \( \Delta \)) and two Dirac-\( \delta \)-s, separated by a distance \( d \), with different complex amplitudes mimicking the response of antennas in the unit cell: \( UC(r) = \alpha_{r} \delta(-\frac{d}{2}) + \alpha_{s} \delta(\frac{d}{2}) \). The convolution \( \Delta \ast UC \) yields the phase gradient antenna array, as illustrated in the two left pictograms in the top of Fig. 7. Having defined the geometry, we turn to describing the driving field. In the experiment our system is driven by an incoherent ensemble of point sources emitting in a fluorescence band around 580 nm (516 THz). To capture the essential physics, we take as driving source frequency 516 THz and describe the analysis for a single point source located at the origin. Different source positions can be treated similarly using the Fourier shift theorem, as discussed at the end of this section. The point source radiates a cylindrical wave of wave number \( k_{WG} = 1.57k_0 \) into the waveguide, that acts as driving for the phase-gradient antennas.

Mathematically, the driving field for the antenna array reads \( A_{WG}(r) = e^{ikr/k_{WG}} A_0 \cdot |r|^{-1/2} \).

Returning to the infinite sum

\[
\sum_{n \in \text{lattice}} \alpha_n A_n e^{-ikr_n},
\]

we now realize that the source distribution that generates the far field is the product of the antenna array geometry with the local complex valued driving field

\[
J(r) = [UC(r) \ast \Delta(r,a)] \cdot A_{WG}(r)
\]

as illustrated in the top row of Fig. 7. The field radiated into the far field is given by the Fourier transform (\( FT \)) of the source distribution [17]

\[
E(k_x, k_y) \propto FT[J(r)] = \int J(r) e^{-ikr} dr^3
\]

that is easily obtained by calculating the Fourier transform of each term in the factorization and using the convolution theorem. The real space configuration and the respective \( FTs \) are illustrated in Fig. 7. \( J(r) \) is a product of two factors, the lattice geometry, and the driving field, with each of the factors constructed either by a convolution or a product. First we look at the \( FT \) of the geometry, constructed as the convolution of the lattice with the unit cell. We call its Fourier transform “antenna array factor” \( \hat{A}(k) \) to indicate that it combines the “antenna factor” [in x-ray diffraction language known as “form factor,” the Fourier transform of \( UC(r) \)] and the “array factor” [in x-ray diffraction known as “structure factor,” Fourier transform of the periodic lattice \( \Delta(r,a) \)]. Fourier transforming the unit cell gives a slowly varying but asymmetric sinusoidal amplitude modulation. Transforming the periodic square lattice with pitch \( a \) yields the reciprocal lattice with the same symmetry and a pitch of \( 2\pi/a \). According to the convolution theorem, the \( FT \) of a product of two functions is given by the convolution of their \( FTs \): \( FT[G \ast H] = FT[G] \ast FT[H] \).
and vice versa: $\mathcal{F}[G \ast H] = \mathcal{F}[G] \cdot \mathcal{F}[H]$. Thus, the antenna-array factor, i.e., the $\mathcal{F}$ of the geometry is given by the product of the two $\mathcal{F}$s and yields a square lattice multiplied with the $\mathcal{F}$ of the unit cell. The positions of the peaks are given by the square lattice, and their complex amplitude is given by the unit cell [32].

We proceed with transforming the driving field $\mathcal{F}[[A \omega(1 - \exp(i \varphi))]$, which is given by the $\mathcal{F}$ of the phase factor convoluted with the $\mathcal{F}$ of the amplitude factor. The phase map yields an isofrequency cut through the waveguide dispersion relation, which is a circle with radius $k_{WG} = 1.57k_0$. The $\mathcal{F}$ of the amplitude function is a peak of finite size but with a full width at half maximum much smaller than $|k_{eg}|$, meaning that the sharp circle is blurred through convolution [33]. We call the Fourier transform of the source distribution “driving factor” $D(k)$, for lack of a better term.

The full radiation pattern can now be constructed as a convolution of the reciprocal lattice with the blurred circle of the waveguide mode [Fig. 8(a)]. This results in copies of the WG circles centered around each reciprocal lattice vector, multiplied with the respective complex amplitude, as we show in Fig. 8. The $\Gamma$ point in the center of the graph is enclosed by four intersecting circles. The circle centered around $[k_x, k_y] = [-2\pi/a, 0]$ shows an intensity $\approx 3$ times higher than the circle centered around $[+2\pi/a, 0]$. Already this strongly simplified model captures the key features of the experiment and explains well the asymmetry of the radiation pattern. Our simple geometry of two scatterers with a phase gradient shows control over the relative scattering strength of left- and right-pointing reciprocal lattice vectors. Taking multiple scatterers with a phase and amplitude in one unit cell and using this simple design rule allows us to enhance or suppress scattering at selected reciprocal lattice vectors.

At this point, we have rationalized why in classical antenna theory a single point source at the lattice origin will give a radiation pattern consistent with our measurement. In our experiment, however, we deal with the incoherent sum of signals that results from many single molecules that emit single photons at a time and are randomly dispersed over the unit cell. First, it is important to note that for a single emitter that is fixed in position, the classical antenna calculation describes the angular probability amplitude distribution for each emitted photon [1]. Second, to obtain the incoherent sum over many emission events from many molecules spread uniformly through the system, one needs to incoherently average the intensities resulting from all possible point source positions. Extending our analysis to obtain the radiation pattern for a single point source at any arbitrary position shifted from the origin by $\Delta r$ is trivial, since by the Fourier shift theorem this introduces a phase factor $e^{i k \cdot \Delta r}$ in the driving factor, so that the radiation pattern will be modified to

$$E(k_x, k_y; \Delta r) \propto A(k) \ast [e^{i k \cdot \Delta r} D(k)].$$

(2)

From this result, one can easily derive the incoherent sum, integrating $|E(k_x, k_y; \Delta r)|^2$ over all source positions $\Delta r$

$$I_{\text{incoh}}(k_x, k_y) = \int_{\text{entire unit cell}} |E(k_x, k_y; \Delta r)|^2 d\Delta r.$$  

(3)

The result is shown in Fig. 8(b). Compared to the single-source position calculation [Fig. 8(a)], $|E(k_x, k_y; \Delta r = 0)|^2$ two main features stand out. First, the radiation pattern again consists of repeated-zone scheme rings with a similarly asymmetric intensity distribution. This shows that the simple model indeed captures the main physics behind our observations. Second, the incoherent average shows smoother circles, and the large intensity variations near crossings of circles are strongly reduced. Both these features can be easily understood from Eq. (23). Since both $A(k)$ and $D(k)$ are sparse (being a set of points, resp. a circle), for all source positions the field in Eq. (2) is negligible except in the set of circles. The relative phase of these circles depends on $\Delta r$. When calculating intensity, the phase is irrelevant whenever just a single circle contributes. However, at intersections of circles interferences occur, leading to the dark and bright fringes near circle positions.

![FIG. 8. (Color online) (a) Numerical calculation of the radiation pattern by convolution of the waveguide dispersion relation (circles) with the reciprocal lattice (green pentagrams) for a single source placed at the origin. The intensity is normalized to its maximum. The white dashed circle indicates the maximum collection angle of $1.45k_0$ in the experiment. (b) Incoherent ensemble radiation pattern obtained by averaging over the entire unit cell as per Eq. (3). This pattern is normalized to twice its maximum for direct comparison with panel (a): the brightest spots in (a) at circle crossings are due to interference and hence twice as strong as the incoherent average.](https://example.com/fig8.png)
crossings, evident in Fig. 8(a). Upon incoherent averaging these interference fringes average out. To conclude, our single-source analysis is robust against incoherent averaging. We warn the reader that for general structures and driving profiles, incoherent averages can differ markedly from a coherent single-point source calculation.

**B. Coupled dipole model**

To check how the simplified scalar single scattering model compares to an electrodynamic model that contains polarization, retardation, and the wave guide physics, we use a coupled dipole calculation. This is the method of choice since the problem of a single source above a periodic lattice is not amenable to full-wave analysis with finite element or finite difference solvers with periodic boundary conditions, given that periodic boundary conditions replicate not just scatterers but also sources. Tackling the problem of a single source in a periodic system could be done with a full wave solver using the reciprocity theorem [1], and combining many plane-wave-incidence calculations that can be done with periodic boundary conditions. However, this approach would require sampling of order \(10^6\) incidence angles for a single structure and wavelength to match experiment, each of which would require approximately 100 seconds on a 2.4 GHz Xeon multicoire computer, yielding an impractical computation time.

Compared to the well-known coupled dipole method (CDM) for particles in free space [34,35], we account for the waveguide geometry by using the Green’s function for the air/polymer/glass system [28,29]. As is customary in the CDM each antenna is characterized by a polarizability tensor \(\alpha\). We now take the full tensorial character of the polarizability of the scatterers into account and calculate the polarizability tensor. Therefore we first evaluate the static polarizability with the depolarization matrix of a rectangular volume [36] and the permittivity of aluminum, embedded in a background medium with the refractive index of SU8. We then add radiation damping to the polarizability, which we calculate by evaluating the imaginary part of the Green’s function at the location of the scatterer in the layered medium [29,37]. This provides us with a dynamic polarizability which is input for electrodynamically self-consistent multiple scattering calculations.

In an array of \(N\) particles, the dipole moment induced in particle \(m\) is due to the total field at the particle position, which is the superposition of the driving field \(E_{inc}\) and the field scattered from all the other particles. This leads to a set of equations,

\[
p_m = \alpha \left[ E_{inc} + \sum_{n \neq m} G(r_m, r_n) p_n \right],
\]

which can be solved self-consistently to obtain the dipole moments \(p_m\) of each antenna. The interaction between dipoles of different position is given by the Green’s function \(G(r_m, r_n)\) of our waveguide geometry [Chap. 10 of Ref. [28]]. Including in total 1922 scatterers in our finite-array calculation, the modeled array covers a square area of approximately 12 \(\mu m\) \(\times\) 12 \(\mu m\).

As driving field we place a dipole source within the waveguide in the unit cell in the center of the array and solve for the induced dipole moments in each antenna. We then calculate the scattering into the far field, using the asymptotic far-field Green’s function and transform the angular emission into the back focal plane image according to the Abbe sine condition [Chap. 3 of Ref. [28]]. By that we obtain the full electric field, including polarization, in the BFP as they are then mapped in our experiment on our CCD. We calculate the far-field image for three orthogonal source dipole orientations at eight different positions inside the unit-cell volume in the waveguide. Finally we sum up the far-field intensities for each polarization channel of all the 24 calculations of different source orientations and positions. The results of the calculation are shown in Fig. 9. Comparing to the measurements shown in Fig. 5, we find good agreement and find all the key characteristics well reproduced by the CDM. In horizontal polarization, perpendicular to the rod orientation, only minor left-right asymmetry is observed. In contrast, in \(y\) polarization, there is strong intensity from the waveguide modes scattered at \(k_x = -2\pi/a\) and almost no intensity in those waveguide modes scattered at \(k_x = 2\pi/a\).

The coupled dipole model also allows us to evaluate the near field in the waveguide. An interesting question is whether the directional scattering properties of the unit cell only translate into directional outcoupling or also into an asymmetric population of the waveguide mode. To answer this question we calculate the near field in the middle of the waveguide, 200 nm away from both the glass and air interface. We perform a 2D Fourier transform for every field component for every source orientation at each of the eight source positions. We then sum the power spectrum for all polarizations for all source orientations and positions. The result is displayed in Fig. 10, showing the parallel wave-vector content of the fields inside the waveguide, plotted in a logarithmic color scale spanning three orders of magnitude in wave-vector intensity. We see that the highest amplitudes are in the waveguide mode centered around the \(\Gamma\) point, confirming our intuition that the system is weakly scattering and justifying the assumption of the simplified model in the previous section. Around the circle perimeter we find only a minor modulation of the amplitude, with minima whenever a diffraction condition is met. For wave vectors \(k_{||} < \omega/c\), the maximum intensity is more than a factor 100 smaller than in the waveguide mode. Only a very
minor left-right asymmetry in population of the mode inside the waveguide is visible, in contrast to the asymmetry of the scattering out into the far field.

VI. CONCLUSION/OUTLOOK

We have shown that the concept of a phase-gradient unit cell to build a metasurface allows us to shape and transform the far-field emission pattern of ensembles of randomly positioned, incoherent emitters, e.g., fluorophores. This finding adds to the observations made earlier that coupling incoherent sources to a guided mode provides a high degree of spatial coherence within the guided mode and thus allows us to control the angular distribution of the light scattering into the far field by diffractive plasmonic lattice resonances [20]. Phase gradients built in the unit cell allow us to control the scattering amplitude on different reciprocal lattice vectors and thus asymmetric photoluminescence enhancement.

In our paper we made use of the fact that a planar waveguide, that is only just sufficiently thin to be single mode, has good overlap with the particles, and also of the fact that the slow $1/\sqrt{r}$ field decay in a waveguide ensures many unit cells are significantly polarized [21,38]. Similar asymmetries can occur in other planar waveguiding systems that abide by the same rules, such as slots in Au or Ag films, provided the slots have an engineered phase and amplitude response [39]. Beyond the case of waveguides, we expect the pronounced asymmetries to also extend to the case of “surface lattice resonances,” i.e., long-range collective lattice modes that form in the absence of a vertical index contrast and are mediated by grating anomalies [40]. Recently, waveguide systems and surface lattice resonance systems have attracted significant attention for the possibility of semiclassical strong coupling between the photonic/plasmonic resonances and the resonant polarizabilities of high concentrations of embedded dye [19,41]. It would be interesting to study how this collective effect of strong coupling evolves as asymmetry in the unit cell is introduced. We note that as a precursor of such collective coherent phenomena, we have observed lasing operation at various band crossings in the phase-gradient array system at pump levels similar to those reported by Schokker [21].
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[33] Mathematically, the real space expression \( e^{i|\mathbf{r}| \cdot \mathbf{k}_{WG} \cdot \mathbf{A}_0 \cdot |\mathbf{r}|^{-1/2}} \) is approximate. The field of a point source in the 2D scalar wave equation with complex propagation constant is exactly given in the Fourier domain as \( |\mathbf{k}^2 - \mathbf{k}_{WG}^2|^{-1/2} \). The waveguide dispersion appears as pole.