Spatial Intensity Distribution in Plasmonic Particle Array Lasers
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We study spatial intensity distributions in plasmonic distributed feedback lasers (DFB) composed of metal nanoparticle arrays. Real-space distributions give direct access to “coupling-strength” parameters that quantify DFB performance in the framework of coupled-wave theory (CWT). We observe that CWT indeed parametrizes real-space intensity distributions and extract coupling-strength parameters that quantify the plasmonic feedback mechanism. These coupling-strength parameters differ from those required to parametrize the plasmonic band structures of the system, counter to the common result for dielectric DFB lasers, where CWT describes both real-space and $k$-space physics. Also, the measured coupling constants are significantly smaller than would be expected from estimates on the basis of the unit-cell geometry. We conclude that while CWT is successful as a generic description of any system with forward and backward waves with gain, matching this model to photonic band structures, or to common parameter-estimate approaches, fails because the underlying assumption that a perturbative plane-wave expansion applies is not valid for plasmonic antenna arrays.
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I. INTRODUCTION

Currently there is great interest in collective light-matter interaction effects in periodic resonant scattering systems, such as plasmonic antenna arrays and dielectric metasurfaces [1]. Diffractive plasmonic antenna arrays provide strong field confinement, owing to the plasmonic nature of the constituent scatterers in the unit cell, yet compared to single-plasmon nanoantennas they yield higher quality factors and concomitantly lower absorption losses. As reviewed by Lozano et al. [2], this poses significant advantages for solid-state lighting. Recently, several groups have noted that such structures are also of considerable interest for effects beyond fluorescence control (cooperative emission), including plasmon antenna array lasers [3–16], strong coupling between dense emitter ensembles and plasmon antenna arrays [17,18], plasmon-exciton-polariton lasing [13], and Bose-Einstein condensation of exciton-polaritons [19]. In a separate development, there is a rising level of interest in dielectric lasing metasurfaces with resonant building blocks as lossless alternatives to plasmonic arrays [20]. In all these efforts, there is a great need to quantitatively understand the emergence of cooperative emission, accounting at the same time for the periodicity, the strongly resonant properties of the unit cell, and finite-sized effects in finite system realizations. Currently, this is far beyond standard numerical approaches. For instance, full-wave numerical approaches for plasmon systems are only feasible either with periodic boundary conditions (full-unit-cell resolution, no finite-system effects) or for real-space domains that are too small to encompass a realistic number of system unit cells (a finite system, but hardly recognizable as periodic).

In this work, we focus on plasmon antenna array lasers, which are the most well studied example of the above-mentioned systems. Diffractive plasmon lasers [3–16] were first considered as potential realizations of the plasmon spaser [21] with a better tradeoff [22] between confinement and loss than single-nanoparticle or -nanowire realizations [23–34]. Diffractive plasmonic structures with gain are akin to distributed feedback (DFB) lasers [35–40]. Lasing of these systems occurs near geometric Bragg conditions and is strongly directional, with thresholds similar to those of polymer DFB lasers. At the same time, they have much larger interaction strength than conventional dielectric DFB lasers owing to the strong resonant scattering cross section of plasmon antennas. This is apparent in the wide stop gaps measured in plasmon-lattice band structures [41]. To understand such plasmon antenna array lasers, Odom’s group has notably focused on Purcell enhancement due to strong field confinement [8–11], which is particularly relevant for intrinsically low quantum-efficiency-gain media. In a different realization using efficient instead of inefficient dyes, Schokker et al. [42] have claimed that plasmon particle array lasers also stand out for strong feedback from resonant scattering, which makes them extraordinarily robust to disorder. While the underlying plasmon band structure in both these realizations was studied in depth, these works did not address, quantitatively in real space, how particle array
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plasmon lasers compare to conventional DFB lasers based on dielectric or loss and/or gain gratings.

In this paper, we study finite-sized plasmon particle array lasers and quantitatively compare their properties to coupled-wave predictions. As these lasers are qualitatively akin to DFB lasers in their characteristics, our aim is to examine whether the coupled-wave theory (CWT) developed by Kogelnik and Shank [43] can offer an accurate description of these systems and therefore form a strong basis to describe active plasmonic and resonant dielectric metasurfaces and cooperative phenomena in plasmon antenna arrays beyond lasing. Good agreement between tric metasurfaces and cooperative phenomena in plasmon basis to describe active plasmonic and resonant dielectric parameters, we answer two questions: (i) whether the CWT can offer an accurate description of these systems and therefore form a strong basis to describe our experiments. CWT was developed by Kogelnik and Shank in 1972 to describe one-dimensionally periodic potentials couple all plane-wave components of any ansatz solution written as a Bloch-wave expansion, the essence of CWT is that only a small subset of plane waves and $G$ values need to be considered, namely only those that allow standing waves by Bragg diffraction. Following the model for 2D lattices presented in Ref. [45], this means only those waves with in-plane momentum $|k + G| = \omega/\epsilon n_{WG} = \beta$, with an optical frequency $\omega$ in the gain window of our lasing medium, and close to a Bragg condition should be retained. Here “close” means within a few times the frequency bandwidth of the stop gap associated with lasing, which is a few percent wide for plasmon-lattice lasers [48]. The philosophy of our work is to extract coupling constants $\kappa$ by comparing measured spatial intensity profiles that are predicted by CWT. Since for square lattices the predicted profiles are quite complex [45], we focus on 2D arrays with a rectangular geometry instead of a square geometry. The pitches $a_x$ and $a_y$ are designed to be different by about 15%, such that the Bragg conditions in the $x$ and $y$ directions cannot be simultaneously met and only the waves in the $y$ direction couple within the narrow frequency window of the laser gain. Retaining only those Bragg conditions, the 2D model reduces to the 1D CWT equations, with the coupling coefficients $\kappa$ calculated from the 2D unit-cell geometry. The light field is reduced to the sum of two counterpropagating waves $S(y)e^{iG_y y}$ and $R(y)e^{-iG_y y}$ traveling in the $-y$ and $y$ directions that are coupled through the first- and second-order Bragg diffractions [Fig. 1(a)]. Lasing operation is expected near the second-order Bragg diffraction, at a wave vector near $G_y = 2\pi/a_y$, where $a_y$ is the lattice constant in the $y$ direction. The slowly varying envelopes $R(y)$ and $S(y)$ satisfy [44]

$$\begin{align}
-\partial_y R(y) + \left\{ \frac{g}{2} - \frac{i}{2G_y} \left[ n_{WG}^2 \left( \frac{\omega}{c} \right)^2 - G_y^2 \right] - \kappa_{\text{out}} \right\} R(y) \\
- (ik_{\text{back}} + \kappa_{\text{out}})S(y) = 0,
\end{align}$$

(1a)

$$\begin{align}
\partial_y S(y) + \left\{ \frac{g}{2} - \frac{i}{2G_y} \left[ n_{WG}^2 \left( \frac{\omega}{c} \right)^2 - G_y^2 \right] - \kappa_{\text{out}} \right\} S(y) \\
- (ik_{\text{back}} + \kappa_{\text{out}})R(y) = 0.
\end{align}$$

(1b)

Here, $\kappa_{\text{back}}$ quantifies the coupling strength responsible for feedback through second-order Bragg diffraction $[G = (0, 4\pi/a_y)]$ and $\kappa_{\text{out}}$ that for the coupling between guided waves and out-of-plane radiation through first-order Bragg diffraction $[G = (0, 2\pi/a_y)]$. We further define $\kappa = \kappa_{\text{back}} - ik_{\text{out}}$. "}

II. CWT FOR DFB LASERS

This section summarizes those aspects of CWT required to describe our experiments. CWT was developed by Kogelnik and Shank in 1972 to describe one-dimensionally periodic DFB lasers [43] and was later further extended to different one-dimensional (1D) and two-dimensional (2D) DFB laser geometries [44–47]. In CWT, a DFB laser is described as a waveguide with a weakly scattering periodic perturbation in its optical constant, which leads to coupling between forward- and backward-propagating in-plane waves [43,44] by Bragg diffraction. Furthermore, these waves experience gain and are subject to outcoupling loss, also due to Bragg diffraction. Reported plasmon-lattice lasers are usually 2D periodic structures, with resonant nanoantennas assembled in a 2D lattice. To derive CWT for 2D systems, the starting point is a plane-wave expansion method to solve for the in-plane amplitude distribution of modes that are understood to have a vertical mode profile and mode index $n_{WG}$, taken from the uncorrugated 2D waveguide solution. The periodic corrugation is incorporated as a small perturbation that couples the waves through coupling constants $\kappa(G)$, where the set $G$ refers to the reciprocal lattice vectors. The coupling constants are determined by the 2D Fourier transform of the unit-cell corrugation, weighted with the finite overlap of the vertical waveguide mode profile [44].
Following Refs. [43,44], the above equations provide the below-threshold band structure and the above-threshold real-space intensity distribution. Figure 1(b) illustrates two typical types of below-threshold band structures. The coupling between the two waves opens a band gap at the crossing of the two waveguide modes at $k_y = 0$ and $\omega_0 = cG_y/n_{WG}$. When $|\text{Re} \kappa| \gg |\text{Im} \kappa|$, the photonic bands split at $k_y = 0$ with a gap in frequency, with $\delta \omega = \omega - \omega_0 \approx \frac{\omega_0}{c}(-ik_{\text{out}} \pm \kappa)$. The stop gap is symmetric around the Bragg condition $\omega_0$ as long as $|k_{\text{back}}| \gg |k_{\text{out}}|$, i.e., unless the radiation loss is strong [Fig. 1(b, left)]. If $|\text{Re} \kappa| \ll |\text{Im} \kappa|$ (gain or loss coupling), the photonic bands split in wave vector rather than in frequency, as shown in Fig. 1(a, right).

The above-threshold real-space profiles have the following form (overall array dimension $L$):

$$R(y) = \sinh \gamma \left( y + \frac{1}{2}L \right) \quad \text{and}$$

$$S(y) = \pm \sinh \gamma \left( y - \frac{1}{2}L \right),$$

(2)

where $\gamma$ and the threshold gain $g_{\text{thr}}$ satisfy

$$\pm i\gamma/\sinh \gamma L = \kappa \quad \text{and} \quad g_{\text{thr}} = 2\text{Re}(\gamma \coth \gamma L + k_{\text{out}}).$$

(3)

The slowly varying envelopes determine the output spatial intensity distribution obtained when imaging the laser with far-field optics. In a purely scalar model, the intensities of the two waves outcoupled by the lattice through the first-order Bragg diffraction add up as $|R + S|^2$. Once polarization is included in the model, for samples supporting a transverse electric (TE) [respectively transverse magnetic (TM)] waveguide mode, it is important to realize that detection polarization along $x$ [respectively $y$] selects $|R + S|^2$, while cross-polarized detection results in a signal proportional to $|R - S|^2$.

Figure 1(b) shows examples of $|R + S|^2$ for various combinations of the array size $L$ and the coupling constant $\kappa$. Depending on the sign in Eq. (2), the outcoupled waves present either constructive or destructive interference, resulting in bright (antinodes on the particles) and dark (nodes on the particles) modes. Dark modes (the black lines) have zero emission intensity in the center of the array and yet high intensity on the edges. A bright mode (the red lines) has a spatial profile that is dependent on the product of the coupling strength $\kappa$ and the overall array size $L$, which can be classified into three regimes: undercoupled, critically coupled, and overcoupled. When $|\kappa| \ll 1$ (undercoupled), the emission profile of the first lasing mode will essentially report on the sinh tails in Eq. (2), meaning bright emission only from the array edges. As $|\kappa|$ increases, the laser transitions from critically coupled to overcoupled ($|\kappa L| \gg 1$) and the emission in the center increases.

To conclude, CWT simultaneously predicts below-threshold photonic dispersion diagrams with characteristic stop gaps and above-threshold real-space intensity distributions, both parametrized by the same coupling-strength parameters $\kappa$. These parameters should be expected to systematically vary with the plasmon particle resonance. In this spirit, we seek to determine the relation between the coupling strength ($\kappa$) and the plasmon response from spatial intensity distributions for different array sizes (varying $L$) and particle sizes.

### III. EXPERIMENTAL SETUP AND SAMPLE GEOMETRY

We perform measurements in an inverted fluorescence microscope equipped with real-space and back focal plane (Fourier-space) imaging, as well as spectral (Fourier) imaging, using a modified version of the setup of Ref. [12] [cf., Fig. 2(a)]. To obtain a large field of view, we use a Nikon L PLAN, $50 \times$, NA $= 0.7$ objective. We pump and collect through the substrate side, employing single 532-nm-wavelength, 0.5 ps pulses (Teem Photonics,
type STG-03E-1S0), with a beam diameter of approximately 120 μm on the sample and a pulse energy up to approximately 1 μJ. The pulse energy is controlled by an acousto-optic modulator (AOM). To avoid any polarization anisotropies, we convert the pump polarization to circular and use a beam splitter (R = 80%) as opposed to a dichroic mirror. Emission is collected through the beam splitter, passed through a pair of Chroma HHQ545lp long-pass filters to remove pump light, and directed through a 1× telescope to either a thermoelectrically cooled Si charge-coupled device (CCD) camera (Andor CLARA) or a Shamrock303i spectrometer (with Andor iVAC Si CCD) after tube lens of 200 and 100 mm, respectively. The first telescope lens counted from the sample is placed at its focal distance from the back focal plane of the objective and also works as a Fourier or “Bertrand” lens when the second lens of the telescope is removed. When the back focal plane of the objective is imaged on the spectrometer, the entrance slit (20 μm) selects a vertical slice in the center of the Fourier image (k_y = 0) so that the emission intensity as a function of k_x and ω is imaged on the spectrometer camera. As demonstrated by Schokker [12], the resulting spectral images show distinct features that trace out the band structure of the sample, when operated below threshold. Similarly, in real-space imaging, the spectrometer slit (slit width 20 μm) spatially selects a strip of width 0.8 μm on the sample. Above threshold, these techniques provide the lasing spectrum and the spatial distribution of the lasing modes.

The arrays are designed to have a lattice constant of 370 nm in the y direction. In the x direction, the array has a much smaller lattice constant of 320 nm. Since this pitch is 15% shorter than the y pitch, the corresponding Bragg conditions are far away from the stop gap relevant for lasing (almost 100 nm, versus a stop-gap width < 10 nm). In fact, Bragg diffraction in the y direction only occurs at 490 nm wavelength, not just outside the dye gain window but even well to the blue of the pump wavelength. Therefore, only the waveguide modes in the y and −y directions can couple with each other through the Bragg diffraction of order (0,2), while outcoupling occurs through the Bragg diffraction of order (0,1). As other diffraction orders do not contribute, the lasing action is essentially as in a 1D periodic DFB laser. The Ag nanoparticles are fabricated on glass cover slips using electron-beam lithography, successive thermal evaporation, and lift-off [12]. Each Ag nanoparticle has a height of 30 nm and a diameter that we systematically vary from 40 to 90 nm in different arrays. The samples are covered by spin coating a 350 nm SU8 layer doped with about 2.5 wt % Rh6G molecules, which acts as both a gain medium and a waveguide layer. Because SU8 has a refractive index of about 1.60 (measured by ellipsometry), exceeding the index of the glass substrate (n = 1.52), this layer supports only fundamental TE and TM waveguide modes, with mode indices of about 1.55. Note that in this respect our lasers are fundamentally different from the plasmon particle array lasers studied in Refs. [8,9,13,14], which use layer stacks that are index matched, hence relying on surface lattice resonances instead of waveguide modes.

**IV. CHARACTERIZATION MEASUREMENTS**

Previously, we have reported lasing only for square arrays [12]. Therefore, we first confirm that rectangular arrays also lase. Figures 2(c)–(e) show data for a 80 × 80 μm² rectangular lattice of Ag disks with a diameter of 80 nm. When the pump intensity exceeds about 10% of the AOM range, the observed emission spectrum changes abruptly from the broad fluorescence spectrum of Rh6G to a narrow peak at around 575 nm, as shown in Fig. 2(c). The emission intensity in a narrow band (±1.5 nm) around the lasing wavelength as a function of...
pump power [Fig. 2(d)] shows significantly different slopes before and after the 10% pump power level, indicating typical threshold behavior. Furthermore, when crossing the threshold, the laser output shows a strong change in directivity, from a Lambertian profile to a highly directional beam, as shown in Fig. 2(e). The observed bandwidth of about 1.5 nm is somewhat wider than the bandwidth of the typical plasmonic DFB lasers with a square lattice studied by Schokker et al. [12] [0.6 nm, measured with the same spectrometer and grating (300 lines/mm)]. We attribute this to the presence of multiple lasing modes with slightly different wave vectors and frequencies, as will be discussed in the following sections.

Spectrally resolved k-space imaging further characterizes the modes, as illustrated in Fig. 3 for a representative lasing array (L = 80 μm, d = 90 nm). Figures 3(a), 3(b), 3(e), and 3(f) show below-threshold band diagrams for two different slices in k-space, i.e., at \( k_x = 0 \) and at \( k_y = 0 \), respectively, where we recall that the feedback direction for which a Bragg condition is satisfied is the \( y \) direction. The waveguide mode dispersion folded back in k-space by first-order Bragg diffraction hence appears as two anti-crossing lines in the \( k_x = 0 \) plane and as a parabolic band in the \( k_y = 0 \) plane, as shown in Figs. 3(a), 3(b), 3(e), and 3(f). By measuring the polarization of the band diagram at \( k_x = 0 \) [Figs. 3(e) and 3(f)], we are able to separate the contributions of the TE (\( x \) polarization) and TM (\( y \) polarization) waveguide modes. Our data show that both fundamental TM (marked with green arrows) and TE (marked with white arrows) waveguide modes are supported by the sample, consistent with simple slab-waveguide dispersion calculations [49]. In Figs. 3(e) and 3(f), the TE feature appears strongest, while the TM waveguide mode leaves only a weak signature in fluorescence, consistent with the poor overlap of the TM waveguide mode (weak in-plane electric field) and the predominantly in-plane polarizability tensor of the flat disk nanoparticles.

The above-threshold images in Figs. 3(c), 3(d), 3(g), and 3(h) show that the sample lases near band edges of both TE and TM waveguide modes with two distinct frequencies. Unlike square-array lasers, which lase at \( k_x \approx k_y \approx 0 \), our rectangular-array lasers lase at \( k_x \approx 0 \) over a range of \( k_y \) values. The TM waveguide mode lases only in \( y \) polarization. This is consistent with Figs. 3(a) and 3(b), which show that the TM waveguide mode is polarized in the \( y \) direction, with hardly any \( x \) polarization components. The TE waveguide mode lasing output has, instead, \( x \) polarization components for all (small) \( k_x \) and, additionally, \( y \) polarization components for \( k_x \neq 0 \). Very similar behavior is observed for samples with different array sizes (80 x 80 μm², 60 x 60 μm² and 40 x 40 μm²) and particle diameters (40–90 nm). All the investigated arrays lase in the TE mode, with both \( x \) and \( y \) polarization components, while only arrays with big particle diameters (larger than 70 nm) show lasing in the TM waveguide mode within the range of pump intensities. In the remainder of this paper, we focus on analyzing the TE mode only.

V. THE SPATIAL INTENSITY DISTRIBUTION AND COUPLING STRENGTH OF PLASMON DFB LASERS

To test whether the lasers indeed have a nontrivial spatial intensity distribution as predicted by CWT, we measure above-threshold real-space images in two detection polarization channels, as shown for a representative example in Fig. 4 (60 x 60 μm, lasing on TE mode). The lasing emissions in both detection polarization channels show very
Figures 5(a) and 5(b) show the measured spatial intensity distribution for Rh6G with a width above 60 nm, significant contribution of spontaneous emission, as the fluorescent spectrum of Rh6G has a width above 60 nm. Selecting this small wavelength range also rules out any wavelength. By summing the intensity in a bandwidth along the slice of sample selected by the entrance slit at any coupling-strength regime. The y-polarized component has high intensity at the center (y = 0) and high intensity at the edges of the array, similar to either the coupled-mode prediction for an undercoupled symmetric mode or, alternatively, the profile of an asymmetric mode in any coupling-strength regime. The y-polarization component has the highest intensity at y = 0, which points uniquely to an overcoupled mode.

We measure the spatial intensity distribution in the feedback direction (the y direction) for the TE modes for all our samples by imaging the lasing array onto the spectrometer slit, selecting a slice from the center (x ≈ 0) of the array along the y axis. The spectral dispersion of the spectrometer allows us to extract the spatial intensity distribution along the slice of sample selected by the entrance slit at any wavelength. By summing the intensity in a bandwidth within just 1 nm near the TE lasing wavelength from spectral images, we obtain the spatial intensity distribution in the y direction for the two polarizations of the TE mode. Selecting this small wavelength range also rules out any significant contribution of spontaneous emission, as the fluorescent spectrum of Rh6G has a width above 60 nm. Figures 5(a) and 5(b) show the measured spatial intensity distributions from samples with different particle sizes and field sizes for both detection polarization channels. Apart from the submicron intensity fluctuation (speckles), the x- and y-polarization components have distinctly different envelope functions. In all cases, the x-polarized laser emission has near-zero intensity (given the noise floor of our single-shot CCD images) in the center of the sample and highest intensity at the edges, as shown in Fig. 5(a). On the other hand, the y-polarized emission [Fig. 5(b)] shows a clear transition from an undercoupled profile with low intensity in the center from arrays with a small width (bottom row) or small particles (right column), to critically coupled profiles (center row and center column), to overcoupled profiles with an intensity that is higher in the center than at the edges as the array width and particle diameter increase to 80 μm and 90 nm (top left). Therefore, we conclude that the TE lasing mode is an antisymmetric combination of forward and backward waves, which in the far field carries over to an antisymmetric x-polarization component and a symmetric y-polarization signature. This assignment agrees with the conclusion in Ref. [48] that the lasing of the TE mode occurs at the band edge, where the nodes of the standing wave formed by the counterpropagating TE modes are at the nanoparticles, which is the configuration that minimizes absorption and radiation losses. These results are also consistent with the lasing profiles measured by Hakala et al. [14].

In Ref. [14], Hakala et al. claimed to observe lasing at two opposing stop-band edges, with a “dark” mode with low intensity in the center of the array and a “bright” mode with high intensity in the center. We note that, strictly, their observation neither provides a unique symmetry assignment that requires polarization resolution nor is unique for plasmonic “bright” dipole and “dark” quadrupole moments. Instead, these spatial profiles can occur for dielectric and plasmonic lasers alike according to CWT. Thus the apparent signature of being dark in the center of the array can be observed at both “dark” and “bright” dispersion branches, depending on the detection polarization with respect to the dominant lasing polarization, and is not exclusively indicative of whether the laser is operating in the undercoupled or the overcoupled regime.

Having established the symmetries of the different polarization channels, we compare the measured spatial intensity distributions with CWT and extract the apparent coupling strength κ through a fitting procedure. At a fixed particle size but different array sizes, we expect fixed values of the coupling strength κ so that different array sizes (L = 80 μm, 60 μm, and 40 μm) allow us to verify the predicted influence on the spatial intensity distribution patterns according to Eqs. (2)–(3). As the coupling strength is only dependent on the size of the nanoparticles, we fit the data from all samples with the same particle diameter but different field sizes and polarizations simultaneously. Next, we expect that different coupling-strength values
FIG. 5. The measured lasing intensity (gray) as a function of \( y \) from samples with different particle sizes (columns) and field sizes (rows), with the fits (blue) superimposed: (a) \( x \) polarization; (b) \( y \) polarization. The \( x \)-polarization results always show antisymmetric profiles. The \( y \)-polarization results show a transition from the undercoupled to the overcoupled regime. The samples are excited by single shots, at around 6 times the threshold power. (c) We obtain values of \( \kappa \) by fitting to the measured spatial intensity profiles of arrays with different particle sizes, using different starting points for the fit. The color scale represents the result of histogramming the resulting fit values, with the histogram entries weighted by the associated residual of the fit.

are obtained as a function of the particle diameter (40 to 90 nm). To perform the fit, we consider the solution of Eq. (3) for the lowest-threshold mode and extract a unique mapping from the coupling coefficient \( \kappa \) to \( \gamma \). By fitting Eq. (2) to the experimental result, we obtain \( \gamma \), which then translates into \( \kappa \) through the tabulated mapping. Note that this leaves some ambiguity since \( \gamma \) and \(-\gamma\) are equivalent in the definition Eq. (2), while the intensity observables \(|R \pm S|^2\) are agnostic to \( \gamma \to \gamma^* \). Hence, we in fact determine \(|\text{Re}\kappa|\) and \(|\text{Im}\kappa|\).

It is difficult to obtain robust fits of the envelope functions using least-squares minimization due to the random speckles, which are effectively high-amplitude and high-spatial frequency noise that does not follow a Gaussian distribution. The blue and red solid lines in Figs. 5(a) and 5(b) show examples of fits, where all panels on the same row have been fitted simultaneously to a single parameter set. While there are some clear differences related to the speckle, overall the fitted curves represent the measured intensity envelopes well. As a check of the fit procedure, we run it with different starting values for \( \kappa \) evenly distributed in the first quadrant of the complex space within \(|\kappa| < 0.03 \ mu m^{-1}\) (undercoupled to overcoupled regime). Although the fit routine reports convergence at different values depending on the starting estimate, the lowest-residual results cluster in small regions in the complex plane. To determine the best global parameter estimate, we histogram the fitted values in discrete boxes in \( \kappa \)-space of 2 \( \mu m^{-1}\) width. Figure 5(c) shows the resulting 2D histogram in the complex plane. The fitted \( \kappa \) cluster at distinct complex values, with \(|\kappa|\) increasing with increasing particle size, as expected from the fact that larger Ag particles scatter more strongly. As the best estimate for \( \kappa \), we take the average of values in the densest bin.

Figure 6(a) shows that the coupling constant \(|\kappa|\) according to our measurement ranges from 5 to 20 \( \mu m^{-1}\), i.e., \(|\kappa/k_0| \approx 0.0003–0.0012\), with a systematic variation in the magnitude and phase of \( \kappa \) with particle size. These variations are not monotonic in, e.g., particle volume, which is qualitatively consistent with the fact that the
FIG. 6. (a) The value of \( \kappa \) for different particle diameters obtained by averaging over the densest bin (averaging radius of 2 mm\(^{-1} \)) in Fig. 5(c). The arrow indicates the increase of the particle diameter from 40 to 90 nm. (b) The real and imaginary parts of polarizability \( \alpha \) as extracted by fitting extinction calculations (taken from Fig. 1b, Ref. [48]), Fig. 1b, for particle diameters of 40–110 nm (in 10 nm steps; dashed lines for particle sizes not included in this experiment). The color coding of points in (a) matches the lines in (b). The red vertical line is the lasing condition at 575 nm.

particle response as quantified by its polarizability is dispersive, with its dispersive line shape sweeping through the laser condition as the particle size is varied [Fig 6(b)]. In magnitude, the fitted \( \kappa \) values are similar to those in conventional index-coupled DFB lasers [44] (0–20 mm\(^{-1} \)) and, surprisingly, are much lower than expected from complex-coupled DFB lasers (50–200 mm\(^{-1} \)) with metal gratings [50]. Also, these values are significantly smaller than those observed for surface plasmon lasers (\( \kappa / k_0 = 0.012–0.017 \)) based on metal hole arrays [4,5]. This is highly surprising because plasmonic lattice lasers have been reported to benefit from the strong coupling between light and metal nanoparticles [9,42]. While holes in a metal film are not resonant scatterers, the metal nanoparticles in plasmon lasers have large resonant-scattering cross sections. Intuitively, one would hence expect plasmon particle arrays to have higher coupling coefficients than metal hole arrays, opposite to the experimental findings.

VI. INTERPRETATION OF THE FITTED COUPLING COEFFICIENTS

In this section, we examine the values of the measured coupling coefficients from two perspectives. The first perspective derives from the fact that according to the standard derivation of CWT (Sec. II), the coupling coefficients simultaneously determine the real-space profiles and the anticrossings in the photonic band structures. More particularly, \( \kappa \) in CWT directly determines the relative bandwidth of the stop gap in below-threshold band diagrams, while the magnitude of \( \kappa_{\text{out}} \) determines if the stop gap is asymmetric around the geometrical Bragg condition. Section V1 A examines the band structure. The second perspective is to compare measured coupling strengths to estimates of coupling coefficients from the geometry of our lasers using formulas common for (dielectric) DFB lasers [44] (Sec. V1 B).

A. The coupling coefficients and band structure

Earlier reports on plasmon-lattice lasers claimed a 3% relative stop-gap width in band structures. Hence one would expect \( |\kappa / k_0| \approx 0.03 \) instead of 0.0012. Here, we compare the fitted values of \( \text{Re}(\kappa)/G_r \) with the band-edge shifts measured from the investigated lasers, as well as those extracted from earlier work [12,48]. We extract TE band edges from the below-threshold emission spectra of the lasers at \( k_x = k_y = 0 \) (averaging over \( |k_z| < 0.02k_0 \) at \( k_z = 0 \)) in \( x \)-polarized Fourier spectral images, shown as the color scale in Fig. 7(a). The spectral peaks are identified as two stop-band edges [center frequencies plotted in Fig. 7(c)]. This band, with its narrow bandwidth, corresponds to the asymmetric lasing mode with nodes at the metal nanoparticles. The lower band edge has a much broader bandwidth and shifts significantly toward the red as the particle diameter increases from 40 to 50 nm, and then disappears due to broadening as the particle size increases further. We also simulate near-normal incidence transmission using the finite-element method (FEM) method (via the COMSOL multiphysics software [51]), taking 30-nm-height Ag cylinders [52] on glass (\( n = 1.50 \)) and in a \( n = 1.60 \) slab of thickness 350 nm. We choose slightly off-normal incidence (angle below 0.5\(^{\circ} \)), as otherwise the coupling to the narrow band edge is forbidden by symmetry. The transmission [color scale in panel 7(b)] again shows distinct resonances, with a narrow band that hardly shifts and a lower band that redshifts and broadens with increasing particle size. The broadening of the lower band indicates increasing ohmic and radiative losses, which may explain its vanishing in the fluorescence data. The small, approximately \( 0.3 \times 10^{15} \) rad/s, shift in frequencies between measurement and simulations is likely due to a small difference in the waveguide-mode index. The band at \( \omega \sim 3.4 \times 10^{15} \) rad/s is a surface lattice resonance on the SU8-glass interface, which is irrelevant to the lasing experiment.

Figure 7(c) shows the shifts of the measured band edges from the theoretical band crossing point \( \omega_0 = c/n_{WG}G_t \). To construct a “master diagram” that can also accommodate literature data sets alongside our measurements and that explicitly accounts for the plasmonic resonance of the particles, we convert the particle size into a detuning parameter. This normalized detuning is defined as the difference between the lasing frequency and the single-particle plasmon resonance frequency [denoted \( \omega_{LPSR} \) for localized surface plasmon resonance (LSPR)], divided...
by the single-particle plasmon resonance width (denoted $\Gamma_{\text{LSPR}}$). The single-particle properties are derived from scattering calculations [Fig. 6(b), Ref. [48]]. Alongside the band shifts in this work [closed blue and red points in Fig. 7(c)], band-edge shifts are shown for square lattices with the same gain medium as studied in this work, but much larger particles (Ref. [12], open diamonds) and samples with the lasing condition tuned far into the red by using a larger pitch and a different gain medium (open circles [48]). The three data sets together cover red detuning [48], near-zero detuning, and blue detuning [12] and show important general features. The stop gap has one band edge that barely shifts from the geometric Bragg diffraction condition and one band edge that shifts strongly. The shifting band shows a strong dependence on detuning from the plasmon resonance, commensurate with the fact that it corresponds to the symmetric Bloch mode, with field antinodes overlapping strongly with the particles. Notably, the shift increases when approaching the plasmon resonance and its sign reverses at zero detuning. This behavior qualitatively traces out the real part of the dispersive particle polarizability. The band that hardly shifts corresponds to the antisymmetric mode with nodes at the particles, which is also the mode that lases in the experiments. As earlier work [48] only examined the relative stop-gap width [Fig. 7(d)], it overlooked the large asymmetry in the two band shifts relative to $\omega_0$.

The coupling strength $|\text{Re } \kappa/G_r|$ that we derive from fitting the real-space laser intensity profiles stays far below the half width of the band gap, and is similar in magnitude to the very small shift in frequency of the lasing band edge rather than to the stop-gap width. This observation is surprising in the framework of CWT. In CWT, strongly asymmetric band shifts require $|\text{Im } \kappa_{\text{out}}| \gg |\text{Re } \kappa_{\text{back}}|$. Yet if this inequality were indeed to hold, the coupling strength evident in real-space intensity distributions would be much larger than we observe and would far exceed the shift of the upper band. Conversely, the negligible shift of the lasing band edge and the small coupling strength obtained from real-space profiles according to CWT dictate a negligible contribution of $\kappa_{\text{out}}$, incommensurate with the overall stop-gap width. We conclude that the standard CWT fails to describe plasmon particle lasers consistently. The parameters needed to parametrize real-space intensity distributions are not reconcilable with the plasmon band structure. We ascribe this to the fact that standard CWT assumes a perturbative plane-wave expansion framework, which accounts very poorly for the resonant and highly localized nature of the metal particles. This problem is also well known from the convergence problems encountered by plane-wave-based calculation methods for metal gratings [53]. At the same time, even if CWT fails to capture the band shifts, the fact that the lasing band shows an anomalously small shift is consistent with the coupling strength evident in the real-space intensity distributions.

**B. Geometry-based estimates**

As a second perspective on the measured coupling strengths, we compare with estimates of the coupling coefficients derived from the geometry of our lasers. For a waveguide geometry with dielectric perturbation and in the limit of particles much smaller in height than the scale...
on which the waveguide mode varies, the formalism of Kazarinov et al. [44] results in

\[
\kappa_{\text{back}} \approx \left( \frac{1}{2G_0} \right) \left( \frac{\omega}{c} \right)^2 \varepsilon_{02}(z_0) \phi(z_0)^2 h / \int \phi(z)^2 dz, \tag{4}
\]

\[
\kappa_{\text{out}} \approx -\left( \frac{1}{4G^2_0} \right) \left( \frac{\omega}{c} \right)^4 \left( \varepsilon_{01}(z_0) \phi(z_0) \right)^2 h^2 / \int \phi(z)^2 dz.
\] \tag{5}

Here, \( h = 30 \) nm is the thickness of the particles, \( z_0 = 15 \) nm is the height of the particle center, and \( \varepsilon_{mn} \) signifies the 2D Fourier coefficient at \((m,n)2\pi/d\) of the relative permittivity of the scattering particles embedded in the waveguide background. The vertically stratified structure causes a weighting of the Fourier coefficients by the waveguide-mode profile \( \phi(z) \). The above expressions do not naturally relate to, e.g., the resonant dipole polarizability \( \alpha \) of the localized plasmon scatterers. We turn Eq. (5) into one that does include \( \alpha \) by following the approach of Spry and Kosan [54] and Vos et al. [55,56] in the field of colloidal photonic crystals. Vos et al. [55,56] introduced a “photonic strength” \( \Psi \) that equals the relative stop-gap width \((\Delta \omega/\omega)\) and that for a 3D photonic crystal of spheres of radius \( R \) and polarizability \( \alpha \) is expressed as

\[
\Psi = 4\pi \frac{\alpha}{V} f(GR) \quad \text{with} \quad f(x) = \frac{j_1(x)}{x}. \tag{6}
\]

This result is also well known in dynamical x-ray diffraction theory (in the limit of very small polarizabilities) [57]. In this equation, \( V \) is the unit-cell volume, \( \alpha = 3V_{\text{sphere}}(\varepsilon_{\text{sphere}} - \varepsilon_{\text{host}})/4\pi(\varepsilon_{\text{sphere}} + 2\varepsilon_{\text{host}}) \), and \( f(GR) \) is proportional to the Fourier transform of a sphere, with \( j_n \) the spherical Bessel function of the first kind, and \( G \) the length of the reciprocal lattice vector that causes the stop gap. The plane-wave method for photonic crystals instead predicts [58]

\[
\Delta \omega / \omega = \frac{\varepsilon G}{\bar{\varepsilon}} = \frac{\varepsilon_{\text{sphere}} - \varepsilon_{\text{host}}}{\bar{\varepsilon}} - \frac{4\pi R^3}{\bar{\varepsilon} V} f(GR), \tag{7}
\]

where \( \varepsilon G \) is the Fourier transform of the relative permittivity and \( \bar{\varepsilon} \) is the volume-averaged relative permittivity. Note that Eq. (6) is different from Eq. (7), unless one substitutes \( \alpha = 3V_{\text{sphere}}(\varepsilon_{\text{sphere}} - \varepsilon_{\text{host}})/4\pi(\varepsilon_{\text{sphere}} + 2\varepsilon_{\text{host}}) \) for \( V_{\text{sphere}}(\varepsilon_{\text{sphere}} - \varepsilon_{\text{host}})/4\pi \bar{\varepsilon} \). Nonetheless, empirically Eq. (6) is a better predictor for band gaps in high-index photonic crystals than Eq. (7), suggesting that Eq. (6) accounts better for strong multiple scattering. Equation (6) can be read as an ansatz to convert Eqs. (4) and (5). To this end, we evaluate the Fourier coefficients \( \varepsilon_{01} \) and \( \varepsilon_{02} \) and replace any occurrence of \((\varepsilon_{\text{disk}} - \varepsilon_{\text{SU8}})/n_{\text{WG}}^2 V\) with \( 4\pi \alpha \), leading to

\[
\frac{\kappa_{\text{back}}}{G_y} = \frac{4\pi \alpha}{V_{\text{eff}} f(2GR)}, \tag{8}
\]

\[
\frac{\kappa_{\text{out}}}{k} = -kh_{\text{eff}} \left( \frac{4\pi \alpha}{V_{\text{eff}} f(GR)} \right)^2, \quad \text{with} \quad f(x) = \frac{j_1(x)}{x}. \tag{9}
\]

Now, the cylindrical Bessel function \( J_n \) appears and the effective unit-cell volume \( V_{\text{eff}} \) is the product of the unit-cell area and an effective waveguide-mode height \( h_{\text{eff}} = \int |\phi(z)|^2 dz / |\phi(z_0)|^2 \).

Figures 7(e) and 7(f) show the expected coupling constants and band shifts using both the “plane-wave” result [Eqs. (4) and (5)] and the modified “dipole” result [Eq. (9)]. For evaluation, we use the polarizability at fixed wavelength (575 nm, the lasing wavelength) as extracted by matching to full-wave simulations for Ag particles in the glass-SU8-air system [Fig. 6(b)]. In both models, \( \kappa_{\text{out}} \) is much smaller than \( \kappa_{\text{back}} \) and \( |\kappa_{\text{back}}|/G_y \) reaches about 0.02, quite similar to the 3% relative stop-gap width in Figs. 7(c) and 7(d), but exceeding by one order of magnitude the coupling coefficient obtained from real-space intensity distributions. The major difference between the two models lies in the phase of the coupling coefficients, as only the dipole model captures the resonant dispersive behavior of \( \alpha \). On a positive note, the model that uses the dipole polarizability well captures the dispersive behavior of the band-edge shifts and the nonmonotonic increase of the coupling coefficient with particle size. However, there remains an important difference with the data, since both models predict symmetric shifts around the Bragg condition, as opposed to the observed nonshifting band.

To conclude, as has also been observed for metal hole array lasers [4,5], CWT parametrizes the spatial intensity distributions in plasmon-lattice lasers. However, in contrast to the behavior of conventional DFBs as well as metal hole array lasers, the actual parameter values are neither internally consistent with the stop gaps observed in the band structures nor reconcilable with simple estimates on the basis of the unit-cell geometry. The common assumption underlying these consistency checks is that CWT with its parameters can be derived from a plane-wave expansion method. However, plane-wave expansion methods are notoriously poor for metal nanoparticle gratings, providing a rationale for why CWT appears inconsistent with parameter estimates from geometry and with measured stop bands in band structures.

**VII. CONCLUSION**

In this paper, we quantify real-space intensity distributions in plasmon antenna array plasmon DFB lasers and...
show that they can be well parametrized by the semi-nal CWT of Kogelnik and Shank [43]. Notably, we trace the transition from undercoupled to overcoupled behavior as a given particle-array geometry is scaled in overall field size \( L \) and we can extract coupling-strength parameters that only depend on the choice of unit cell (i.e., the particle size). This observation provides an alternative explanation for the results of Hakala et al. [14] who claimed that “bright” and “dark” lasing modes were associated with dipole and quadrupolar particle resonances. Instead, the same spatial profiles can arise from CWT as a combined result of detection polarization, mode symmetry, and the coupling strength, without resorting to any plasmonic-resonance feature.

While CWT forms an effective parametrization, the extracted coupling strengths are anomalously small and inconsistent with parameter-value estimates in the coupled-wave framework. Viewing CWT as a generic effective description of coupled forward and backward waves, it is not surprising that it provides an effective parametrization. However, the matching of this description to photonic-band-structure parameter estimates is essentially based on the assumption that the plane-wave expansion method, from which CWT derives, is accurate. Plane-wave approximations are notorious for performing poorly on strongly scattering plasmonic constituents [52]. The quantitative mismatch between the CWT coupling constants and the data hence points at a fundamental shortcoming of coupled-wave modeling for strongly scattering periodic active systems.

Our result should be read as a stimulus to develop new theory. Many researchers currently focus on collective effects, strong coupling, and exciton-polariton physics in plasmonic lattices [3–13,14,14–19]. At the same time, active dielectric metasurfaces with gain are of increasing interest [20]. For all these systems, the unit cells are resonant and hence the problem that we identify is acute. Ideally, models to describe the physics of such systems should capture the unit-cell physics in real space. Currently available real-space models for such systems with gain do not incorporate noise to start the lasing process and use Floquet periodic boundary conditions. It is hence a formidable challenge to deal with finite systems. Our work provides clear observables against which a model should be benchmarked, namely (1) band structures with relative wide stop bands with asymmetric band shifts and (2) lasing thresholds with spatial intensity distributions mimicking CWT predictions, yet (3) with anomalous coupling coefficients compared to the band structure. In the absence of such a model, one could pragmatically—but without any first-principles footing—adopt CWT as a parametrization on the understanding that different effective coupling coefficients should be assigned to the two band edges. On the basis of the interpretation of Hakala et al. [14], one could speculate that a main challenge is to identify the coupling coefficients of various bands with multipolar particle resonances.
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APPENDIX: SPATIAL COHERENCE

We confirm transverse spatial coherence using double-slit experiments. A pair of parallel slits is placed in the intermediate image plane (the center of the telescope, a 50× magnified image of the sample). The slits are fabricated in chrome on glass (Delta Mask), with a width of 0.3 mm and a center-to-center distance of 3 mm. Using a cylindrical lens (\( f = 20 \) mm) and relay optics, we obtain a two-slit interference pattern at the camera or the spectrometer entrance plane. The resulting image is in one dimension a (magnified) Fourier transform of the product of laser emission and slits, and has a spatial coordinate along the slit axis as the horizontal coordinate. For full coherence and on the proviso of equal intensity through the slits, the image will have a fringe pattern in the \( y \) (\( k_y \)) direction that follows

\[
I(k_y) \propto \frac{\sin^2(k_yW/2)}{k_y^2} \left[1 + \cos(k_yD)\right], \quad (A1)
\]

where \( W \) is the slit width and \( D \) is the slit distance. If the laser emissions selected by the two slits are only partially coherent with each other, a reduced fringe contrast \( v \) results:

\[
v = \frac{I_{\max} - I_{\min}}{I_{\max} + I_{\min}}. \quad (A2)
\]

Taking the 80 \( \mu m \times 80 \mu m \) lasers as a representative example, we measure the coherence between two 6-\( \mu m \)-wide slices that are 60 \( \mu m \) apart, each positioned near one edge of the sample. We take care to balance the emission intensities by placing the slits symmetrically. Figures 8(a) and 8(b) show the x-polarized interference images measured with the CCD camera from the laser with particle diameter \( d = 90 \) nm, with the \( x \) (respectively, the \( y \)) direction of the laser aligned along the direction of the slits, respectively. Clear interference fringes are only observed when the slit pair is oriented parallel to the \( x \)-direction, meaning that interference is recorded from two stripes displaced along the \( y \)-coordinate, i.e., the coordinate that is
The fringe visibility is below 1 mainly to the fact that any unbalance in the emission intensity transmitted through each slit reduces visibility. We attribute the fact that the measured coherence in the y direction, consistent with CWT for a laser with feedback along y only. To deduce the fringe contrast, we eliminate the influence of the spontaneous emission background and the TM waveguide mode of the lasers by spectral selection using the spectrometer. Figure 8(c) shows an example of a resulting spectrally filtered interference pattern (d = 90 nm laser, slice near x = 0) in two different polarization channels. Fitting the peaks and valleys with sinc functions [motivated by Eq. (A1)], we obtain the fringe visibility in y polarization, we find a visibility around 0.8, i.e., high coherence for all measured lasers. We attribute the fact that the measured visibility is below 1 mainly to the fact that any unbalance in the emission intensity transmitted through each slit reduces visibility, as may be caused by speckles or small misalignments. The y polarization has a visibility that reduces from 0.7 to 0.4 as the particle size increases from 55 to 90 nm (from the undercoupled to the critically coupled regime). We expect this reduced contrast to reflect the fact that the y-polarized laser emission is generally weaker (for the TE mode), so that at any given background level, the fringe contrast is less than for x polarization. Indeed, the background is similar for the two polarizations in (c) (blue curve).

FIG. 8. (a),(b) Double-slit interference patterns for x polarization with slits parallel to (a) the x direction and (b) the y direction. (c) Double-slit interference patterns for (upper) x and (lower) y polarizations at the wavelength of the TE lasing mode, with peaks and valleys fitted to two sinc functions. (d) The visibilities of the x and y polarization of the TE mode obtained from the fit for lasers with different particle sizes. Laser size: 80 μm × 80 μm. (a)–(c): d = 90 nm.
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